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1 Introduction

Research within the field of Programming Languages (PL) is generally divided into three main
categories: theory, design, and implementation. As described by Wegner [14], the development of
the field as a branch of research started from the production of languages empirically in the 1950s,
evolving into mathematical formalization and theory during the next few decades.

According to the author, the theory of programming languages emerged from results in au-
tomata theory and formal languages, and their applications to parsing and compilation. Later texts
associate a wider range of topics with the theoretical sub-field, such as formal verification, type
theory, syntax and semantics of programs, among others [4, 12, 6].

Programming language design is a more practical sub-field, involving the constructions used
and provided by languages, programming paradigms, human-computer interaction through linguis-
tic means, and others [13].

The domain of programming language implementation focuses on topics such as compilation
and interpretation, which are approaches to program execution Aho, Lam, Sethi, and Ullman [1].

The three aforementioned sub-fields present significant challenges in programming language
development and warrant thorough consideration within their own contexts. This project aims to
research and apply elements of each of them to the field of data-centric programming through the
development of a domain specific language with dependent types. Thus, the primary focus of
the project lies in the comprehensive study of programming languages, with the secondary objective
being their practical application in data-centric programming.

Next, we will examine in detail the principles and sources of inspiration that will guide the
development of the domain-specific language (DSL) to be produced, linking them to the subfields of
research in PL.

1.1 Dependent types

Dependent type theories are formal systems of intuitionistic mathematics [7] that have found
great use within the field of PL. As discussed in Norell [11], the use of dependent type theories is
already established in some contexts such as theorem proving, and it can also be highly beneficial
in PL for scenarios apart from formal mathematics. Some languages, like the theorem prover Coq,
envisioned the use of dependent types from the start; in other cases, they received extensions adding
support for versions of these theories, as seen in Haskell [5]. Further examples of prominent lan-
guages with dependent types include Idris 2 [3] and Agda [2]. This project aims to be implemented
in Lean 4 [10], which is both a theorem prover and an efficient functional programming language.

Briefly discussed, dependent type theories break the division between the type level and the
value level, allowing types to depend on values and vice versa. They are widely used in the context
of theorem proving because they enable type-level propositions to reference values; for example,
assertions like the one below can be made via the Curry-Howard correspondence, as described by
Pierce [12].
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∀n ∈ N, n+ 0 = n

In Lean 4, this is can be encoded and proved as such:
v a r i a b l e (n : Nat )
theorem n_plus_zero : n + 0 = n := Eq . r e f l _

However, this is not the only valid application for such theories. This project aims to use de-
pendent types to encode information about data frames at the type level. Initially, we will consider
a few potential applications of dependent types in data-centric programming, but first, we need to
consider what this style of programming actually is.

1.2 Data-centric programming

Languages and systems in this domain primarily manipulate and manage data. Perhaps the
most well known language in this department is SQL, initially developed in the 1980s and has since
become the standard in relational databases. More closely related to the scope of this project is
the Python library pandas, a data analysis and manipulation tool. The main modelling unit of this
library is the data frame, a 2-dimensional data structure similar to a spreadsheet. In the scope of
Python and pandas, data frames are untyped structures that offer little semantic insight of the data
they contain to the programmer or data scientist working on them by default. This is an important
short-coming that can be dealt with using dependent types.

More specifically, a few ways dependent types tackle this issue and that will be worked on in
the project are the following:

1. Data typing

The columns of a data frame can be assigned types through lists of types, ensuring both the
compiler and the programmer know what formats of data to expect and are expected during
execution.

2. Dimensional and type safety

Using structures like size-indexed vector and matrices, we can ensure that operations be-
tween data frames can only be performed if they happen between compatible data frames,
both regarding their dimensions and their column types. These operations include addition,
multiplication, joins, etc.

3. Typed constraints

Transformations can change the shape of data, and it can be useful to assert certain constraints
or properties still hold or are given by different transformations. Examples include sorting and
filtering, which may be constraints of other transformations.

4. Data integrity

Again, properties and constraints given by the type system can prevent the creation of invalid
and inconsistent data frames.
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5. Schema evolution

Dependent types can facilitate schema evolution by ensuring that transformations and oper-
ations preserve the integrity of the data frame’s schema.

6. Custom validation rules

They also enable the creation of custom validation rules specific to the domain or application,
ensuring that only valid data manipulations are performed. This differs from normal typing
constraints because they allow custom behaviour to the specific data set, enforcing rules such
as uniqueness of an ID, length constraints, or specific formatting requirements.

Additional features and research directions will be explored during the course of the project.

1.3 Domain specific languages

DSLs are narrowly scoped languages developed for specific application domains, aiming to
achieve gains in expressiveness and ease of use compared to general-purpose languages [9]. They
do not necessarily have to be programming languages; for example, HTML is a domain-specific
markup language specific to the web domain,

There are both advantages and disadvanteges to developing DSLs. On one hand, they are easier
to implement than general-purpose languages; on the other hand, they require developers to possess
not only a deep understanding of programming languages but also of the application domain,

Overall, the use of DSLs is considered advantageuous, as indicated by both qualitative and quan-
titative studies cited byMernik, Heering, and Sloane [9]. This is reflected in the world of technology:
numerous DSLs have achieved commercial and/or product success, such as Excel, SQL, VHDL, LATEX,
among others.

1.4 Why dependent types?

As discussed byMcKinna [8], dependent types express types in terms of data, making themmore
flexible and allowing for automatic program verification to the extent desired by the programmer.
A well-typed dependent program does more than handle errors: it prevents them in the compilation
process itself, before the program executes for the first time. With this theoretical concept, we
can represent invariants of practical programs. Dependent types assist programs in achieving the
property of soundness, defining the impossibility of programs reaching invalid states. They also
provide information about the programmer’s application domain to the type checker, making the
compiler an ally in programming. Finally, we know that there is a high time cost associated with
formal verification, and dependent types allow the programmer to perform this verification to the
extent they believe will bring benefits.

Furthermore, research on dependent types is still fairly recent. Languages that utilize this con-
cept began to become viable around the 2000s, and to this day, the main languages involved in the
subject are still under major development. Idris 2 started its development in 2019, Lean 4 had its
initial release in 2021, the first public version of Agda was launched in 2009, etc. There is still much
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room for research in the field, and a significant portion of its applications is still unknown. Involving
dependent types is the most innovative part of this work; thus, in addition to the discussed benefits
inherent to dependent types, working on this subject also involves exploring new frontiers in which
they can be used.

In summary, we want to use dependent types to:

1. Provide domain information to the type checker.

2. Explicitly represent the requirements and invariants of program components.

3. Prevent errors statically, before executing the program in question.

4. Explore the use of the concept in a novel field.

2 Goals

Summarizing the discussions made in previous sections, the goal of this project is to develop
a domain-specific language for data-centric programming with a focus on dependent types; fur-
thermore, this is a work that has its primary area of research as programming languages, and as a
secondary area, data-centric programming.

The language to be developed should be declarative and epxressive, capable of describing and
executing algorithms without imposing significant friction on the programmer with specific envi-
ronments and hardware. Up to this point, we have not discussed performance, and there is a reason
for this: this project does not aim to develop a language with exceptional computational perfor-
mance. Our DSL should provide the programmer with an exploratory environment, better suited
for prototyping, but the resulting program may not necessarily be the fastest. There is a wide range
of projects that focus on this aspect, which may be compared with our DSL further in its develop-
ment.

Below, we define a list whose order establishes the priority of each focus itemwithin the project’s
objectives, dividing them between study and practical components.

1. Application of dependent types

2. Theoretical study on dependent types

3. Application and implementation of a domain-specific language

4. Application of algorithms in data-centric programming

5. Study on domain-specific languages

6. Theoretical study on data-centric programming

In summary, the main objective of the project is to study dependent types and apply them in
the discussed domain. Based on these focus items, we will conduct a study that involves the three
subareas of PL discussed at the beginning of the text.
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3 Methodology

3.1 Activities to be developed

Based on the 6 objetives descrives in section 2, we define the following activities to be developed
throughout the project:

1. Study of dependent types, whenwewill take a theoretical approach on the subject, studying
the literature on type theory available in books, articles, and others, mostly in the collection
of libraries affilited with the University of São Paulo (USP).

2. Selection and study of algorithms and models in data-centric programming, when
we define which constructs used in data-centric programming will be implemented in this
project, using as our main reference the pandas library in Python.

3. Implementation of algorithms, to be done in Lean 4.

4. Definition and implementation of the DSL, in which we define the syntax and semantics
of our language, having already known the necessary requirments from previous steps.

5. Evaluation of results, when we will conduct a comparative study between the developed
solution and other existing works.

6. Documentation and writing of the final thesis.

3.2 Schedule

Based on the tasks enumerated earlier, we have the following schedule:

Table 1: Activity schedule.

Step Month of year
3 4 5 6 7 8 9 10 11 12

1. Dependent types study x x x
2. Algorithm selection x x

3. Algorithm implementation x x x x
4. DSL implementation x x x
5. Result evaluation x x x x
6. Documentation x x x
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