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Abstract

Writer verification is the process of deciding on the 

claimed identity of a writer by comparing some attributes 
of test handwriting with those of his reference 

handwriting, which has great applications in forensic 
justification. However, automatic writer verification is 

very difficult, and at present most writer verification tasks 
are fulfilled by document examiners, which is very 

time-consuming and tend to be subjective. In this paper, 
we proposed an effective writer verification algorithm 

using negative samples. This algorithm uses handwriting 
Chinese characters as the object. In the algorithm, the 

directional element features are first extracted from the 
handwriting Chinese character scripts, then negative 

handwriting samples are introduced, and the decision is 
made based on the combination value of similarity 

measure between test handwriting and reference 
handwriting and that between test handwriting and 

negative handwriting. Experiments demonstrated the 
effectiveness of the proposed algorithm. 

1. Introduction 

Writer verification[1] is a kind of biometric based 

identity identification method, which has a wide variety 

of potential applications, from security, forensics, 

financial activities to archeology. Compared with other 

biometric based identity identification method, writer 

verification has lots of merits, such that handwritings are 

easy to acquire, the verification is non-intrusive and is 

widely accepted by people. Currently, most writer 

verification tasks are fulfilled by specially trained 

document examiners, which is very time-consuming and 

tend to be subjective. As more and more writer 

verification tasks need to be handled, automatic writer 

verification by computer is getting more and more 

attention by researchers[1][2][3]. However, due to the 

great difficulty of writer verification, current methods for 

writer verification are usually not effective enough. 

Writer verification is very difficult. The first reason is 

that handwritings are usually not stable enough and have 

vast variability, so it is difficult to obtain discriminant 

handwriting features. The second reason is that in real 

world writer verification problems the number of writers 

to be verified is often unlimited and each writer has only 

few reference handwriting samples, extremely, only one 

reference handwriting sample served as training samples. 

Generally, writer verification can be classified into 

close set writer verification[2][3] and open set one. In 

close set writer verification, the number of writers to be 

verified is known in advance, and the training 

handwriting samples are relative large, so we can design 

verification algorithm specific to this group of writers. 

While in open set one, the number of writers to be 

verified is unlimited and each writer has few training 

handwriting samples, extremely, only one sample. This 

kind of verification task is more difficult than the close set 

one and there is few research related to this problem. 

However, many real world writer verification problems, 

especially forensic justification cases, can be classified 

into this category, and it is more adaptable and more 

convenient than the close set one in practical applications. 

In [2], writer verification was performed on a given 

database and the dissimilarity measure was constructed 

based on this database, if the dissimilarity measure was 

smaller than a given threshold, then the test handwriting 

was accepted, otherwise, it was rejected. However, this 

close set writer verification method was designed only for 

the specific database. If we want to compare whether two 

handwritings were written by an individual or not and the 

writer or the writers of these handwritings aren’t in the 

enrolled database, this method will fail. A common 

method to this sort of open set writer verification problem 

is to directly define a kind of similarity measure between 

these two handwritings, if the similarity measure is 
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smaller than a predefined threshold, these two 

handwritings are regarded as written by one individual. 

However, this similarity measure based method only 

considered the influence of the client’s reference 

handwriting and didn’t take negative handwritings into 

account. In fact, according to Bayesian theory, it is 

necessary to consider the influence of the negative 

handwriting samples, which are defined as samples 

written by other individuals. 

In this paper, we proposed an open set writer 

verification algorithm using negative samples. First, 

directional element features (DEFs) are extracted from the 

handwriting characters, and then we point out the 

drawback of the similarity measure based method and 

deduce our writer verification algorithm from Bayesian 

theory. In the algorithm, both the similarity measure 

between the test handwriting and the reference one and 

that between the test handwriting and the negative one are 

calculated, and they are combined to make a joint 

decision.

The paper is organized as follows. In Sec. 2, DEFs 

extraction is briefly introduced. In Sec. 3, the 

conventional similarity measure based method is 

introduced and its disadvantages are identified. While in 

Sec. 4, we first explain why it is necessary to introduce 

negative handwriting samples, and then introduce our 

open set writer verification algorithm in Sec. 4.2. Sec. 5 

gives the construction of negative handwriting character 

samples. The experimental results based on a single 

character and on the combination of several characters are 

first given in Sec. 6.1 & 6.2, respectively. Then the 

verification results on some real cases provided by the 

Second Research Institute of Police in China (SRIPC) are 

given in Sec. 6.3. Conclusions are drawn in Sec. 7. 

2. DEFs extraction 

The first problem of writer verification is to choose a 

set of effective discriminant handwriting features. In our 

algorithm, we use DEFs[4][5][6] that have been proved 

very effective for writer identification[6] as our 

handwriting features. Different from DEFs extraction in 

character recognition, where characters are first 

normalized by nonlinear normalization method in order to 

alleviate the writing style changes, we use gravity-center 

linear normalization method in order to keep the different 

writing styles of different writers. After normalization, 

contour extraction is done. Then each contour pixel is 

assigned a 4-dimensional vector to measure four types of 

directional element attribute (horizontal, vertical, and two 

diagonal, which is very similar to the stroke styles of 

Chinese characters) according to its neighboring contours. 

Divide the script into  sub-blocks, count up the 

contour pixels which have the same type of directional 

element attribute in each block and these sums constitute 

the 4-dimension vector of this sub-block. We then divide 

the script into

1
N N

1

22
N N  sub-areas, each sub-area contains 

several sub-blocks, and the DEFs are extracted from these 

sub-areas. More details can be found in [6]. 

3. Similarity measure based writer 

verification method and its drawbacks 

Assume X is the test handwriting feature vector, C the 

claimed writer’s reference handwriting feature vector, 

( , )D X C the similarity measure between two feature 

vectors. The writer verification algorithm can be 

expressed as follows: 

if ( , ) ,  then accept 

( , ) ,  then reject 

D t

D t

X C X

X C X

where t is the threshold. Although it is very simple and 

very straightforward, it has the following drawbacks. 

Firstly, the threshold t is determined by subjective 

experience, can’t be adapted to different situations. 

Secondly, it doesn’t consider the influence of negative 

handwriting samples. In fact, the decision boundary is 

determined not only by claimed writer’s reference 

samples but also by negative samples. It is apparent not 

suitable to use just the similarity measure between the test 

sample and the reference samples to make such a 

decision.

4. Writer verification using negative samples 

4.1. Necessity of using negative samples 

Let
c
 be the writer of the reference sample’s feature 

vector C,
( | )
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( | )

c

c

p
l

p

X
X

X

likelihood ratio, according 

to Bayesian decision rule[7], 
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where 
C

 denotes other writers. Although the rule is the 

optimal decision making method and can obtain the 

minimum classification error rate in principle, it needs to 

estimate class conditional probability density function 

(cPDF). As there are only few reference samples in open 

set writer verification problem, and the form of the cPDF 

often can’t be determined in advance, the rule is of little 

practical usage. An alternative method is to define a kind 
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of discriminant function ( , )h X  based on some 

assumptions. The parameters  of the discriminant 

function can be determined by reference samples. So the 

decision rule based on disciminant function is as follows: 

if ( , ) ( , )
C C

h hX X , then
C

X

( , ) ( , )
C C

h hX X , then
C

X .

Or equivalently, let
( , )

( )
( , )

C

C

h
f

h

X

X

X

, then 

if , then( ) 1f X
C

X

( ) 1f X , then
C

X .

where
C

,
C

denote the parameters of discriminant 

function of  and
c c

, respectively. 

From above discussion, it is easy to know that in order 

to verify a test handwriting, it is necessary to combine 

both the value of the claimed writer’s discriminant 

function and that of other writers’ discriminant function. 

This is the reason that we should introduce negative 

samples. 

4.2. The verification algorithm 

According to different assumption of the probability 

distribution of the claimed writer’s handwriting and that 

of negative handwriting, the discriminant function can 

have different forms. The number of training samples also 

influences the form of discriminant function. In this paper, 

we select 
2

( , )
C

h X X C as Euclidean distance 

measure due to limited reference samples. 

From the discussion of Sec. 4.1, we propose our 

verification algorithm as follows: 

a) Construct the negative handwriting samples; 

b) Calculate the similarity measure between test 

handwriting and the claimed writer’s reference 

handwriting DT,
2

( , )
C

DT h X X C , where 

C is the mean vector of the claimed writer’s 

reference handwriting feature vectors. When there is 

only one reference sample, C is the reference 

feature vector; 

c) Calculate the similarity measure between test 

handwriting and negative handwritings DF.

Assume there are m negative handwriting samples 

( 1,2,..., )iF i m , then 

2

( , )
C

i iDF h X X F

The value DF is the combination of these values, 

1

m

i i

i

DF w DF

where  is the weight, .iw
1

0,  1
m

i i

i

w w

d) Combine DT and DF to give a final score V,

( ,V f DT DF ) , where ( , )f x y  is a combination 

function. We select ( , ) /f x y x y ;

e) Make decision. If V < t, then accept X; else, reject X,

where t is a threshold. 

Compared with conventional similarity measure based 

algorithm, our algorithm introduced negative handwriting 

samples and the decision threshold is a relative value. 

Experiments proved it is very effective. 

5. Construction of negative handwriting 

samples

The most important part of our algorithm is to 

effectively construct the negative handwriting samples. 

These samples should be representative enough to contain 

all kinds of handwriting variations, and shouldn’t depend 

on a specific writer. For these reasons, we use 

handwriting Chinese character samples collected by our 

lab as negative samples. These samples were written by 

many different individuals and contain lots of variations, 

so they are good representative of negative samples. For 

each character, there are 1806 samples in total, which is a 

very large number. We first cluster the 1806 samples into 

40 clusters using K-means cluster algorithm, and treat the 

40 cluster centers as new negative samples. 

6. Experimental results 

We first give writer verification result based on a 

single character, then we give the verification result based 

on the combination of several characters, at last we give 

the verification result on some real cases provided by 

SRIPC.

6.1. Verification result based on single character 

For the experiments, we use two databases to evaluate 

the effectiveness of the proposed algorithm. One database 

consists of 20 Chinese characters as scripts, each was 

written 16 times by 27 people. We call this database 

LABSet1 (Figure 3). The other is composed of 16 

repeated writings of a Chinese text with 33 characters 

written by 25 different individuals. We call this database 

LABSet2. For each character script of a writer, we 

randomly select a sample as reference character script, the 

remaining 15 samples as test handwritings. The samples 

of the same character written by other individuals are 

served as negative test handwritings. So there are 405 true 

verification tests and 11232 negative verification tests for 

each character in LABSet1, and 375 true verification tests 

Proceedings of the 9th Int’l Workshop on Frontiers in Handwriting Recognition (IWFHR-9 2004) 

0-7695-2187-8/04 $20.00 © 2004 IEEE



and 9600 negative verification tests for each character in 

LABSet2. First DEFs are extracted, then we use the 

method described in Sec. 4.2 to perform writer 

verification. The threshold is selected when FRR (False 

Rejection Rate) equals to FAR (False Acceptance Rate). 

Table 1. Writer verification result for LABSet1 

Script

EER-SM(%) 24.40 20.00 25.00 17.10 19.92

EER-PS(%) 17.36 13.59 15.90 11.55 18.96

Script

EER-SM(%) 18.02 20.28 20.00 23.20 20.00

EER-PS(%) 13.91 14.57 19.96 17.48 17.73

Script

EER-SM(%) 23.02 21.00 24.00 22.00 24.10

EER-PS(%) 13.97 14.27 22.86 19.15 17.33

Script

EER-SM(%) 22.80 26.70 23.72 19.80 29.60

EER-PS(%) 16.13 16.94 11.55 18.34 25.24

Aver. EER-SM(%) 22.23

Aver. EER-PS(%) 16.84

Note:

EER-SM: Equal error rate using conventional similarity 

measure based algorithm 

EER-PS: Equal error rate using the proposed algorithm 

Aver. EER-SM: average equal error rate for similarity 

measure based algorithm 

Aver. EER-PS: average equal error rate for the proposed 

algorithm

Table 2. Writer verification result for LABSet2 

Script

EER-SM(%) 19.51 25.56 17.74 22.96 17.29

EER-PS(%) 15.75 20.11 16.39 18.01 14.26

Script

EER-SM(%) 25.97 21.91 19.55 19.89 20.11

EER-PS(%) 18.66 17.96 12.92 17.71 18.04

Script

EER-SM(%) 19.18 19.21 17.11 17.89 20.21

EER-PS(%) 14.95 14.41 14.54 15.22 15.61

Script

EER-SM(%) 21.60 24.30 20.29 19.85 16.41

EER-PS(%) 17.10 19.30 15.66 14.84 11.64

Script

EER-SM(%) 20.33 20.71 16.57 16.04 18.31

EER-PS(%) 15.54 16.72 13.02 14.59 16.08

Script

EER-SM(%) 16.52 22.45 20.44 18.10 20.96

EER-PS(%) 13.33 19.74 16.51 13.49 18.06

Script Average

EER-SM(%) 22.25 23.27 15.45 19.94 

EER-PS(%) 16.83 18.06 12.54 15.99 

Note:

EER-SM: Equal error rate using conventional similarity 

measure based algorithm 

EER-PS: Equal error rate using the proposed algorithm 

Average: average equal error rate for the two algorithms 

The experimental results for LABSet1 and LABSet2 

are shown in Table 1 and Table 2, respectively. For 

comparison, we also listed the experimental results using 

conventional similarity measure based algorithm.

From Table 1 and Table 2, we can see that the EER 

(Equal Error Rate) differs from one character script to 

another dependent on the structural complexity of the 

script (For example, the EER of “ ” using the proposed 

algorithm is 11.55%, while the EER of “ ” using the 

same algorithm is 25.24%). Although different character 

script has different EER, the EER of the proposed 

algorithm is much lower than that of conventional 

similarity measure based algorithm for each character 

script. The average EER dropped from 22.23% to 16.84% 

for LABSet1 and from 19.94% to 15.99% for LABSet2. 

The experiments show that the proposed algorithm is 

significant better than conventional method. 

6.2. Verification result based on the combination 

of several characters 

In order to improve the performance of writer 

verification, we often need to combine several characters 

to make a joint decision. 

The characters from an individual can be written in 

different time and can be extracted from different 

handwriting scripts, so they can be viewed as independent 

of one another. Use similar methods described in [8] we 

can further improve the verification result by combining 

several characters. 

In the experiment, we randomly chose n (n from 1 to 

20) characters to make a joint verification. First sigmoid 

function 
1

( )
1 exp( )

g x
ax b

 is used to map each 

character’s score V into probability and the parameters are 

determined by cross-validation (a = 0.7734, b = -0.06889). 

Then sum rule[8] is applied to fulfill combination task. 

We repeat the experiment 10 times and the results below 

are an average of them. 

Figure 1. Combination result for LABSet1 

Figure 1 & Figure 2 show the combination results for 

LABSet1 and LABSet2, respectively. As the number of 

characters increases, the EER first drops rapidly, then it 

drops slowly as the number of combined characters 

exceeds 5. One possible explanation is that the characters 
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are actually not independent of one another, and the error 

rate shouldn’t be less than Bayesian error rate, which is 

the theoretic minimum. However, as long as the number 

of characters is greater than 5, the EER would be less than 

5% (3.17% for LABSet1 and 4.68% for LABSet2) using 

the proposed algorithm. And the EER of the proposed 

algorithm is lower than that of conventional similarity 

measure based method for the same number of characters, 

which shows the proposed algorithm is very effective. 

Figure 2. Combination result for LABSet2 

6.3. Verification result on real cases 

Here we give the writer verification result on some real 

cases (Figure 4) provided by SRIPC to validate the 

effectiveness of the proposed algorithm. There are in total 

34 cases, the handwritings of which include threat letters, 

testaments, checks, etc. For each case we can obtain at 

least 5 different characters, and the final verification 

result is the combination of these characters. For the 

similarity measure based algorithm, 22 cases are correctly 

verified, 6 cases are rejected and 6 cases are wrongly 

verified. For the proposed algorithm, 31 cases are 

correctly verified, 3 cases are rejected and none of the 

cases are wrongly verified. (By “correctly verified” we 

mean that the verification result is the same as the result 

by the document examiners, “wrongly verified” means the 

result is not as same as that by the experts.) These results 

reveal the proposed algorithm is more effective than 

similarity measure based algorithm. 

7. Conclusion

In this paper, we proposed an effective open set writer 

verification algorithm using negative samples. The 

directional element features are first extracted from the 

handwriting character scripts. We then pointed out the 

deficiency of the conventional similarity measure based 

algorithm, and proposed the writer verification algorithm 

using as decision score the combination value of the 

similarity measure between test handwriting and the 

client’s reference handwriting and that between test 

handwriting and negative handwriting. Negative 

handwriting samples were introduced by clustering 

handwriting Chinese character samples. Experiments 

were performed on two handwriting databases gathered 

by our lab and on some real cases provided by SRIPC, 

which show the proposed algorithm is more effective than 

conventional one. 
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Figure 3. Some handwriting characters in LABSet1 

Figure 4. One real handwriting provided by SRIPC 
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