IEEE Transactions on Power Systems, Vol. 11, No. 2, May 1996

1083
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Abstract — This paper presents a combined Monte Carlo
and stratified—sampling method to better estimate COs
emissions for generation systems. This design seeks to enhance
the precision of COy emission pollutants in generation system
estimation, while reducing computation time. The techniques
included - are- optimum stratified sampling and proportional
estimate. The optimum stratification rule aims to remove any
judgmental input' and to render the stratification process
entirely mechanistic. The estimator, provided by.proportional
statistics of the sample, can avoid identification of the
r%gression model and thus save computation time. Hence, the
effectiveness on precision improvement is demonstrated in this
paper.
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1. INTRODUCTION

Simulating the COj emission pollutants of generation
system is a very important part of power system generation
planning [174] and greenhouse effect study [5]. Currently, there

are two approaches to probabilistic COy emission pollutants of

generation system simulation: analytical and Monte Carlo
simulations. The basic element of analytical approach [6714] is
a convolution process which entails the probability distribution
of load and the generating outage capacity of random
variables. The load probability is represented by a load

duration curve which is attained by simply sorting and -

ordering the hourly load magnitude. This approach is efficient
in computing, and well adopted by utilities. However, the load
sorting process destroys its chronological information, and
therefore incurs difficulties in simulating. the chronological
constraints often imposed in generation scheduling, thus
resulting in an underestimation of CO2 emission pollutants of
generation system. '

In the Monte Carlo simulation Ll5~ 19], a large population
of trial system states are specified by random draws designed
to, capture the outage characteristics of the system generating
units. Each trial system state represents one possible
realization of hourly up/down status in-the system generating
‘units throughout the “simulation period. The CO, emission
pollutants ot generation system is estimated by applying the
unit commitrdent, including economic dispatch, to the sample
of state population. In this approach, the chronology of load
and power generation is preserved.
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However, sampling introduces imprecision in the estimation
of CO4 emission pollutants of generation system. To enhance
the precision or to reduce the estimation variance, a Monte
Carlo COy emission pollutants of generation system sirmulation
algorithm which combines variance reduction technique is
proposed. ‘

In section 2, a simulation process. for the Monte Carlo CO»
emission pollutants of generation system is described. Our
proposed stratified sampling, and the proportional -estimator
are presented in sections 3 through 4. Computer
implementation and numerical tests of our algorithm on the
evaluation of CO; emission pollutants of generation system is
discussed in sections 5 through 6.

2. PROBLEM DESCRIPTION
2.1 Generating Units_‘ Outage Combinations

Assume the simulation period is comprised of total M
weeks. In the uptime/downtime approach, any specified state
is formulated into the following matrix form (with dimension
of JxT and s;, as the matrix elements) :

=[5y | (1

where J  total number of generating units
T  total number of hours (T = Mx168)
j generating units (j=1, 2, ...,J)
t  chronological hours (t=1, 2, ..., T) ‘
Sjy up (s;=1) or down (s;,=0) status of unit j at

hour t.

Let S denote a population of N system states specified above
by random draws:

S: {845 895 -, sN} e (2)

2.2 Monte Carlo Simulation for CO, Emigsion Pollutants
Estimation )

For each specified state, one can apply the energy output of
unit ‘commitment to calculate the COs emission pollutants
value. Let z1, zg, ..., zN;.denote the CO2 pollutants emission

values to evaluate on s;, 8y, ..., Sy respectively, then let . .

Z = {24, Zgy - Zy}- (3
For an extremely large population size N, it is reasonable to

assume that the population mean (Z) is close to the true CO;
emission - pollutants value. As- stated in section 1, for
computational efficiency, only n (with n << N) sample states
within S are evaluated by unit commitment in the Monte

Carlo simulation to estimate Z. To help sampling and
estimation, the deterministic load duration curve type. of
simulator is applied. This simulator is a simple and common
CO2 emission pollutants of generation system technique and
will be hereafter called the LDC technique [17]. Let y,, y,,
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vy, be the CO, values to be'calc'uleted, and let
Y = {y,, Yo, ~~7YN}A . (4)

On basis of Y, the desired n states are sdmpled from S, and
évaluated by unit commitment for their z values. With these

z's and Y known, 7 is then estimated.

3. OPTIMUM STRATIFICATION

3.1 Basic Concept

. Following the stratified sampling theory [20], population S
is divided into L nonoverlapping subpopulations, called strata.
Then L simple random samples are drawn independently. from
the individual strata. To explain, let Ny;. N, ..., NL denote the

L stratum sizes, and n,, n,, ..., o, their corresponding sample
sizes. Thus N and n defined:in section 2, can be expressed as

N =N, +Ny'+ ... + N, and

n=py+ny+..4mn. ' . (5)

Now, let ¥ denote the sample mean for a simple random
sample drawn out of stratum k, where k=1, 2, .., L, and let yq

denote the corresponding estimate of population mean (Y) by
stratified sampling. Then, calculate 3?38:

L : )
—:§ Wsk ' (6)

Assume S is a heterogeneous population. Through stratification
of 5 info strata, each being homogeneous internally, the

Stratification by cund/f rule applied to

Table 1
: examplée problem

€09 emission Frequency | 3/f cumd/t .
105 X NT |t
5.839566~5. 869987 2 1.25992 | . 1.25992
5.869987~5.900409 1 1.0 2.95999
5.900409~5.930830 RN 3.25992
| 5.930830~5.961252 2 1.25992 4.51984
5.961252~5.991673 3 1.44225 5.96209
5.991673~6. 022094 3 1.44295 7.40434 .
6.022094~6.052516 2 |1.25092 8.66426
6.052516~6. 082937 2 1.25992 9.92418
6.082037~6.113358 2 1.25992 |~ 11.18420
6.113359~6.143774 2 1.25992 12.44402

Remarks : (a) Unit of measurement : Metric ton(MT)
(b) €09 released due to fuel consumption :
0.3825 MT/Gcal for coal and '

0. 3149 MT/Gcal for oil
(c) CPU time:0.002sec” (on SUN 4/60 Workstatwn)

variance of Fes - denoted by V(?ss), can oe reduced [20]. The-
variance of estimate Vs is found to be :

' L T o
(ygs) (1/n)-( 2 Wyok) - e 1)

3.2 Proposed Stratification Process

Our proposed stratification process compnses of two major
steps:
1) determination of stratum number L, and
2) congfruction of the L sfrata.: POREE
Both will be presented below

(1) Construction of strata v e
To comstruct the strata for populatlon Y; one needs to
arrange variable y into ascending -order.: Methods for: fmdmg
the best stratum boundaries have been. derived by minimizing
V(¥s) [20724]. Among thém, the cum®/E
Singh {24], is adopted in-our proposed algont “
Given the frequency. distribution of iy, -denot dlby f(y), the

cum®yf rule is to formi the cumilative: of: 3ﬁ +Choose- yk so»

ue to R;gwlndra-

that they create equal intervals on the, cumf"ﬁ scale. Table 1
illustrates the rule -applied ‘to am: example problem: to be
detailed ‘in section 6. Tn “this example;” N=20"‘and."the
population members (y's) réfer t6 the COgemigsions evaluated
by the LDC technique specified in section 2. Refer:to Table 1,

>y1—5 8395><105 MT and Y= 6.1438 . x10° MT Assume L=4:

Following the cum?®/f rile; an eq’ual ifiterval on the cumﬂ/ﬂyi.

scale can be calculated as 12.444/4=3. 111 Wthh yleldS the
stra,tum boundaries in ‘Table 2. ‘ .

(2) Number of strata - ALY L s

The number of strata. can be obta,l d by observmg the'
reduction’ in variance affectéd by the addi on'of the another
stratum. That is, the variance from L-st compared ith

\ YSS)L_l/V(YSS) )
Reference [20] suggests that the - number’ of strata (L)_*’i‘s_
selected at the lowest decreasmg rate of V’ ys’ However, at

this stratification stage, the’ sample size’ 1 HaS fot Heen' decided
yet. Thus without sampling, L is selected; ¢ out algorithm: at. .
the- lowest VDR, defined ag: : CT e

the variance resultmg from., L—1 strata

. =
VDR = 3 Wi O’Z/ZWkak

In our a.lgonthm VDR i evaluated 1ter ‘vely, L&, L 2 at;
the fizst iteration, and LV L+1 in the subsequent 1teratlons

For Table 1, the selected:L by evaluatmg VDRL is 4, where
Zw Lod=(32- 75809x106 + 62 63149x106 + 7 816988x106 “+
42 1. 6510x106)/202 (see Table 3).

Stratun boundaries evaluated by the cumi/f .

Table 2
rule of the example problemin Tablel - -

Stratum- Interval »"  |VarianceCa 2y | Frequence|
code ‘k 109 X MT 06Ty k’

I |5.839566~5.900409 |  7.58088 3

2 15.900409~5.991673 6.31492 6

3. 15.9981673~6.052516 '8.69884 7

4 16.052516~6:143774 7.65989 4




3.3 Stratification After Selection of the Sample
3.3.1 Sample Size (n) :

Given a total sample size n, the proportional allocation
yields V(yss) [20]:

L
Vs = 2 Waok 9

where Wi =Ni/N as defined in Eq. (6). In our algorithm, Eq:
(9) is applied to- the- selection of sample.size n at a

pre—designated estimation precision (i.e. V(¥s;) denoted by V
in Eq. (7%), shown as follows:

L .

¥ Wyot. ) (10)

n=k=1 : - ,
Yy ‘

3.3.2 Optimum Sampling Allocation (ny)

In stratification sampling, the values of the sample sizes
(nk) in the respective strata are chosen by the sampler.
Proportional allocation, as used by Monte Carlo production
simulation is adopted by our algorithm to decide the
population sample size (n) at a pre—specified estimation

precision (i.e., V(¥st))- Then the proportional allocation [19] is
followed for the choice of np: .

ng=n iﬂl‘jk— v (11)
With ng known for k=1, 2, ---, L, a random sample is drawn

from. each individual stratum to complete the sampling -

process. Take the example problem in Table 1 for

demonstration. With the VS?st) pre—specified at 1.268x10°
MT?2, a sample size n=6 is calculated by substituting both Ny
and oy of Table 3 into Eq. (10). Then sample sizes (ng) are
calculated from Eq. (11), which yield ni=1, ng=2, nz=2, and
ny=1(see Table 4).

4. PROPOSED ESTIMATION BY PROPORTIONAL
ESTIMATE ,

In the proportional estimate method, an auxiliary variate Y
correlated with Z is obtained for each unit in the sample.
Following the proportional estimate, the estimate of the mean

of population Z, denoted by zs; [20], is expressed by

- L —_
'Zst=k§IWstk (12)

Table 3 Select number of strata by stratified
population variances of the example problem
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. . - Nkj
where wi=ni/n is the weight of stratum k, zg=(1 /nk)~_21 lzki
i

is the estimate of stratum mean of stratum k. For the same
problem as the proceeding sections, the estimated stratum
means and population mean are tabulated in Table 5.

5. STEP—BY~STEP DESCRIPTION OF PROPOSED
ALGORITHM :

To save computer storage, the simulation is implemented
on a weekly basis. Computational procedures for the M weekly
simulations are generally the same, and each consists of five
stages of computation: (1) Monte Carlo simulation for
simulating generating units' outage combinations; (2
approximate generation scheduling; (3) stratified sampling; (4
unit commitment including economic dispatch; (15)) mean
estimation.

5.1 Monte Carlo Simulation

Because the simulation period under evaluation usually
leads the present time by months or even by years, the random
number generator (RNG) used to decide units' up/down status
at hour t=1 will be different from those at t=2, 3, ..., T. The
former is evaluated by the forced outage rate (FOR), the latter
is by  the mean—time—to—failure (MTTF) and the
mean—time—to—repair (MTTR). The following descriptions
indicate the Markov process mentioned in subsection 2.2 for
the state formulation of the first week ( denoted by m=1).

Step 1: Let j=1 ( namely, the first unit )
Step 2: Let t=1 ( namely, the first hour )
Step 3: Generate a random number R, € [0,1] by the uniformly

distributed random number generator. If R1<FOR,
set 8, =0 (i.e., under repair); otherwise, Sjt=1 (ie.,

being available). .
Step 4: If Sjﬁzl’ set parameter ”j = ‘MTTFJ. for -unit j;

-otherwise, set pj=MTTRj.

Step 5: Generate a random number At by the exponentially
distributed RNG with its mean at I

At = (_I/Nj)'ln(RQ)
where Ro€[0,1] is a uniformly distributed random
number. '

Table 4 Sample size allocation of the example problem

Stratum | -Interval » ¥eight > | Straum Variance [Sample
code s k 105 XMT (Wk) mean ’ . (IOGHTZ size »
(g 109m| O |
1 15.8396~5.9004 3/20 5.8625157 | 7.58088 1
2 5.9004~5.9917 6/20 5.9603780 | 6.31492 | - 2
3 5.9917~6.0525 7/20 6.0320344 | 8.69884 2
4 6.0525~6. 1438 4/20 6.1140358 | 7.65989 1

Number of Variance Variance decreasing rate ) ‘
strata(L) (106X HT2) (VDRy.) Table 5 Population mean estimation of the example
problem )
1 72.35289 trutup | Sample | Sample [Estimated |[Weight > | Estimated
' Eode sk | size» | unit > stratum (wk) population Hean
2 13.48301 5.366 () | @i ) fmean(z g, (z g * 109XNHD)
3 4.504320 2.993 » 105 X ¥T)
1 1 5.95674| 5.95674 1/6
4 3.646050 1.235 2 2 6.03839| 6.03952 2/6
‘ 6.04064 6.0994
5 1.093280 3.335 3 2 ]6.15699| 6.16934 2/6
6.18169
6 1.056000 1.035 4 1 6.22195] 6.22195 | - 1/
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Step 6: Round off At into an integer number. Let t=t+At and
change the status.of -

‘ Step 7: If 1<168, go-to step 4; otherwise, record t and Sjt as

t(mcord) record)

and s(
Step 8: Let j=j+1 (refemng to the next unit). If J<J, go to step
2; otherwise, stop.
State formulation for the Temaining weeks (m~2 3 , M)
follows the same procedure as above except steps-2, 3, a.nd 7
revised as below:

Step 2: Let t= t(re,cord)
Step 3: Let s: it _S(‘r;e(’ord)
Step 7: If 1 <.168xm, go to step 4; otherwise, record 1 and s

record) (record)

as t(

"One iteration of the above procedure can generate one trial
state, and N iterations provide the needed N trial states.
Because only t's and 5 's in steps 2, 3; and 6 are recorded,

and s}

computer memory reqmred for storage of the N units' up/down
tables is limited very much.

5.2 Approximate Generation Scheduling -

For each of the N states, the LDC scheduler, schedules the
generation of system generating units. This scheduler loads the
System generatmg units in accordance with the priority list of
the units' average incremental costs. For each hour t, subtract
the maximum generation of units j's with s, —1 by the

merit—order - until the total “system load is ‘met.
subtraction process is repeated for all the N stateé combinations
to attain N generation schedules.

With the generation known, the COgy emission pollutants
emission for each of N sfate combinations can be found. After
application of this approximation procedure to COs emission
pollutants of generation system are calculated, a populatmn
consisting of N trial cases is obtained. ,

5.3 Stratified Random Sa,mpling

The followmg stratified random sampling-is applied to the

COz emission pollutants of generation system population
evaluated by the approximate LDC scheduler.

Step 1: Arrange y's into ascendmg order.
Step 2: Let. the number of strata L=2.

Step 3: Construct strata by the cum®/ ¥ rule presented in
uBCt]OIl 3.2

_Table 6 Mean and variance of production CO; emissions
evaluated by load duration curve and unit
commitment on state formulation by MTTF/MTTR

. process

State formulation by
evaluation iteams SR Co,

| pc¥[population mean(¥) 6010566 105KT

population Variaﬁce( g zy) 7. 5758 X 107HTZ

Uc* |population nean(Z) . 6. 122217><105MT

This

population variance(o?,) 6.9741% 107}JIT2

(1) * population size > N=100
(2) Actual €O, emissions for the week of July

1987:6.124 < 10°MT (25)

Step 4: Find variance decreasiﬁg'rate VDRI‘iby Eq( ). k
Step 5: If VDRL<VDRL 1 let L=L+1 and 0. to. step 3;

. otherwise, let L=IL~1 and go to:step 6. == = 12
Step 6: Find the total sample size (n) at spe01f1ed minimum:.
variance by Bq.(10). :
Step 7: Find sample sizes (ny ) in 1nd1v1dua] strata by Eq. (11)

Step 8: Draw a simple random sample in ‘each stxatum

5.4 Unit Cemnmment, Iu‘cludmg‘ Economic Dispat.‘ch 9

For each of the n simple random sample ‘conibinations
obtained in: section 5.3, -calculate: €O - emission pollutants of
generation system by the conventional: unit- commitment,.

including economic dispatch ~and yleld n COg emlssmnk'
pollutants values (z's). . B

55 Estlma.tmg the Mean Value of CO, EII]]SS]OIIS o

Find the estimate of po?ul’ation{ijnean; Es“t‘,’ by Eq(lz)

6. N UMERICAL TESTS

6.1 System Description

The algorithm presented in section 5 has been tested on the
Taipower generation system data of July 21-27; 1987 The
generation system consists of 42 generating uaits: "The gystem
hourly load during the evaluation period is shiown in-Figure 1:
Among the 42 units, six units are of nuclear type, which. are .
located in the morthern and’ southern regions; Eight :of the 42
are hydroelectric units, located in" the central region: Thé -
actual generation record ' of these ‘nuclear  and hydroelectric”
units with total generation. in the range of 2177.974252.4 MW-.
are used to, shave the load.. The ‘hourly load-after, shavmg s
also depicted in Figure 1, which is to be met by:the thermal.
units. For easier demonstratlon of the. proposed: algonthm ‘only -
the thermal generating outage combinations: are ‘evaluated.
Their up/down statuses are evaluated by random number
generators designed on' the basis of the. units' ‘MTTF, and
MTTR parameters shown in Table 12. The prmmpal data
characteristics of these thermal units for- use i
commitment, ineluding economic dispatch, il
12.
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6.2 CO, Emission Pollutants Evaluation

‘The algorithm in section 5 was applied to estimate the CO,
emission pollutants of the evaluation period. The computation
results are summarized below: :

Stage 1: Monte Carlo simulation of units' outage combinations
(with population size N=100).

Stage 2: Approximate generation scheduling — The selected
100 COy emission pollutants values are .summarized
in Table 6. :

Stage 3: Stratified sampling ~— The step—by—step results are

: given in Tables 7 ~ 10. As shown, the selected
number of strata (L) is 6, and sample size (n) is 10.

Stage 4: Conventional unit commitment including economic
dispatch.

Stage 5: Population mean estimation — Refer to Table 10,

the estimated mean (Est) is 6.115807x105 MT. Take

the population mean (6.122217x105 MT) in Table 11
__as reference, the estimation error is 0.105%. - ‘
With stratified sampling, the estimation variance decreases

from the original population variance ( 6.9741x107 MT? ) to
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4.0073x105 MWh2. Referring to Table 11, the computing time
required - by Monte Carlo is mainly spent on the unit
commitment process applied to n sample states rather than on
the formulation of populations S and Y (ref. Table 7). )
In the study, the actual values for the week of July 1987
[25] (see Table 6) was used as the reference to compare the

accuracy of our proposed Monte Carlo simulation algorithm.
Figure 2 depicts the errors of COy emissions evaluated by our
proposed Monte Carlo simulation algorithm. The simulation
error of LDC approach is resulted - mainly from . its
representation of load and generation scheduling model. The
degree of error is system dependent. In contrast, the unit
commitment and the availability state population with an
extremely large size can simulate the actual system operation.
But in the praetical implementation,  sampling - introduces
simulation error and the degree of error is sample dependent.
Referring to section 3, our proposed Monte Carlo simulation
algorithm allows the pre—specification of simulation precision
by setting V of qu.(l(){ '

Table 9 Select number of strata by stratifid
population variances

, [Number of [ Variance Variance decreasing rate’
Table 7 The cun¥f rule applied to the CO, emissions  [Ptratal) |  (106xu12) CYDRY)
population : ’
1 75.
€0, emission Frequency | 3/f cum¥f 5 75805 :

IOSXMT f ) 2 16.50180 4.,590896
5.764946~5. 790980 1 1.0 1.0 3 4.02139 4.103506
5.790980~5. 817010 L0 2.0 ' '
5.817010~5. 843040 3 |L.44925|  3.44295 4 196600 . 2.045468
5.846040~5.869070 3 |La4295|  4.88445 '

. 5 1.12486 1.747726
5.869070~5.895100 2 1.25992 6.14442 ‘ '
5.895100~5.921130 6 1.81712 7.96154 6 0.77900 1.444720
5.921130~5. 947160 5 [1.70098 | 9.67152 ‘ 9,071
5.947160~5.973190 T [1.91203] 11.58445 ! 0. 37500 2077300
5.973190~5.999220 14 941014 13.90459 Table 10 -Sample size allocation in COg emissions
5.999220~6. 025250 13 [2.35133] 16.34592 estimation '
6.025250~6.051280 8 2.0 18.34592 Stratum | Interval»  |Weight > | Straum Variance [Sample .
6.051280~6.077310 9 2.08008 |  20.42600 - Jeode > k| 108 xuT () uean » » (106ur2|size >
6.077310~6.103340 13 J2.35133]  22.77733 ' oy 108 O ()
6.103340~6.129370 8 2.0 24.77733 1 5.7649~5.8430 5/100 5.8117036 | 10.2152 1
6.129370~6. 155410 7 191203 | 26.690%6 2 |5.8430~5.9211 | 11/100 | 5.8864172 | 5.1219 | 1
. 5 ” T - ©3 15.9211~5.9732 12/100 5.9497719 3.6057 1
et 53; gglt of. measurenent-: Wetric ton(liT) 4 |5.9732~6.0253 | 27/100 | 5.9975843 | 2.3829 | 2
2 released due to fuel consumption : 5 ° {6.0253~6.0773 | 17/100 | 6.0518894 | 2.9161 2
0.3825 NT/Geal for coal and 6 [6.0773~6.1554 | 28/100 | 6.1083335 | 4.8620 | 3
0’314? UT/Geal for oil Table 11 Mean estimation for C0, emissions population
(c) CPU t1me:0.Ulseg ( on SUN 4/60 Workstation) Strutun | Sample | Sample |[Estimated |Veight |[Estinated CPU ]
' code » k | size> | unit: |stratum » (w,) population ) gecondg |
Table 8 Stratum boundaries evaluated for the C0g () | (5 ) |nean(z g fean (20 |
emissions population » 105 34T » 105 XKD
Stratum Interval - Variance( o 2y) | Frequence 1 1 |5.91249] 5.91249 | 1/6 -
code - k 05 . N 2 1 [5.97646] 5.97646 | 1/6
109X NT s (106xHT2) | K 3 T 6.06070] 6.06079 | 1/6

1 |5.7649465.843040 | 10.2152 5 to] 2 (ST B ) 26 ) 6T 800

2 5.843040~5.921130 5.1219 11 5 2 |6.16714] 6.16832 | 2/6

3 [5.921130~5.973190 3.6057 | 12 6.16949

4 ]5.973190~6.025250 2.3829 21 6 3 ]6.19291) .6.21706 | 3/6

5 [6-025250~6.077310 | 2.9161 |17 el

6 6.077310~6.155410} ’ 4.8620 L 28 % on SUN 4/60 Workstation
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. CONGLUSIONS

This - paper- presents an algorlthm to- estimate the COq

eniission pollutants of generation system during a pre—speczﬁed
future “period. Numerical test results -of the algorithm in
Taipower system were examined. Specific conclusions- arising
from this work can be summarized as follows:

(1) By Monte Carlo simulation, all the possible outage
combinations of system generatmg units are well
similated. " By the conventional unit commitment,
including economic dispatch, the. system's operating
mechanism is well accounted.

(2) With the stratified. sampling and population mean

-~ estimation techniques embedded, the estimation variance
is reduced ‘at a reasonably a,cceptable computation cost.
Most importantly, the -proposed stratification rule
removes the - judgmental input -and renders the
stratification process entirely mechanistic.-

(3) The LDC approach over—estimates the production of
base—load units, and- under—estimates the peak—load

production, resulting - in’' an- under—estimation of
-generation system CQOj emissions.

(4) Based on the relative simulation. accuracy: and computmg
efficiency, for the’ long term: production simulation; the
LDC approach’is. preferred, butfor".the *short term the
Monte Carlo is preférred.

Application of our algorithni to Talpower g-fuel budget s
being conducted by the authors
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